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The reaction of the OH radical with the fluorinated ether CF3CF2OCH3 was studied by integrated ab initio
electronic structure methods and variational transition-state theory with multidimensional tunneling. The OH
radical attacks the three hydrogens of the methyl group, with two of these approaches being symmetric. In
each hydrogen abstraction reaction, five stationary points (reactants, reactant complex, saddle point, product
complex, and products) were located and characterized. A similarity was found between the three approaches
of the OH radical, with energy differences of 0.1 kcal mol-1 for the barrier heights, and this allows one to
assume that the dynamics for these hydrogen abstraction reactions will be very similar. Thus, the intrinsic
reaction path was constructed for just one approach of the OH radical using the IMOMO integrated method,
and the rate constant was calculated for the whole reaction as being thrice the rate constant for this approach
for the temperature range 250-500 K using variational transition-state theory with multidimensional tunneling
effect. The integrated method reproduced the behavior of the “model” reaction (CH4 + OH) at the higher
level, with substantial savings in computational cost. Variational effects and tunneling were found to be
important, a behavior already known for the “model” system. The theoretical rate constants underestimated
the experimental values, even though high ab initio electronic levels were used. This is a general problem in
computational chemistry, associated with the one-particle andn-particle basis set limitations, and is not directly
related to the integrated method used here.

1. Introduction

The kinetic and dynamic study of reactions involving large
compounds (molecules and free radicals) represents an exciting
challenge to the theoretical chemist because the application of
high-level calculations is prohibitive. To circumvent this
problem, i.e., large compounds/high-level calculations, two
alternatives, mainly, can be used. One involves density func-
tional theory (DFT).1-5 It is well-known that DFT calculations
or hybrid DFT calculations that mix in variable proportions of
Hartree-Fock exchange yield reasonable geometries and vi-
brational frequencies,6 atomization energies,7 and enthalpies of
formation.8 However, when breaking-forming bonds are in-
volved in the transition state zone, DFT and hybrid DFT fail to
perform well9-17 and generally underestimate the barrier height
by several kcal mol-1. However, several groups18,19 have
recently examined the influence of the proportion of Hartree-
Fock exchange on the transition structure description, concluding
that the fraction needed to predict accurate barrier heights differs
from the optimal fraction needed to predict thermochemical
properties and geometries, and new reparametrized DFT hybrid
methods have been proposed to study particular reactions. In
sum, the accuracy limitation of the DFT and hybrid DFT
approaches dissuades one from using them for the reaction-
path description.

An interesting and economical group of alternatives for the
problem of large molecules and high-level calculations are the
integrated methods, which describe different parts of the large
system with different theoretical approaches. The main goal is
to reproduce the results of a high-level theoretical calculation

for a large, “complete” system, by dividing it into two parts: a
small “model” system (which is the most active site, where the
breaking-forming bonds are involved), and the “rest” of the
molecular system. Different levels of theory are applied to these
two parts: a higher-level for the model system and a lower-
level for the complete system. Beginning with the pioneer work
of Warshel and Levitt20 in 1976, considerable effort has been
made in this direction.20-37 Thus, Morokuma and co-
workers25-31,37 have developed a number of useful strategies
in this field. Recently, they developed the IMOMO method28

(integrated ab initio molecular orbital-molecular orbital) where
the model and the complete systems are described at two
different MO levels. This method has been widely tested on
several examples, including conformational analysis, geometry
optimization, geometry, and energy analysis of the stationary
points. They concluded28 that the IMOMO method produces
very similar results to the full higher level calculation for the
complete system, and that the most important aspect of the
method is its computational advantage.

The first studies were devoted to the analysis of stationary
points with special attention to stable molecules. Comparatively,
however, far less effort has been devoted to the study of the
performance of the integrated methods in describing saddle
points28,38-43 and reaction paths.39-47 Recently, our group has
extended the idea of the integrated methods to the reaction-
path construction in a chemical reaction and thence to studying
the kinetics and dynamics. The new method was named RAIL
(rate constant calculations with integrated levels)43 and uses the
IMOHC method of Corchado and Truhlar.35,36 However, the
use of IMOHC represents RAIL’s main drawback, since the
computational cost is increased by the “link” atom optimization.
Later, we extended the study44 using the IMOMO method. We* Corresponding author. E-mail: joaquin@unex.es

1618 J. Phys. Chem. A2003,107,1618-1626

10.1021/jp021700o CCC: $25.00 © 2003 American Chemical Society
Published on Web 02/20/2003



concluded that the two integrated methods (IMOMO and
IMOHC) behave similarly in predicting stationary point proper-
ties,38 which reproduce the behavior of a benchmark calculation
for kinetic and dynamic properties along the reaction path, and
finally, that the success of these methods is mainly due to the
higher-level model system description, showing little depen-
dence on the low-level system, which was used in the computa-
tion.

In those first studies43,44we used small systems as test, CH3-
CH3 + H in the first case43 and CF3CH3 + OH in the second,44

with the aim of checking the results against higher level ab initio
calculations, which are otherwise not readily achievable, and
in some cases prohibitive, for large systems. In the present paper
we apply the integrated methodology to a larger system, CF3-
CF2OCH3 + OH. This reaction presents several important
features that invite theoretical study. First, knowledge of the
kinetics of partially fluorinated ethers with the hydroxyl radical,
since these compounds are regarded as candidates to replace
the Earth’s ozone layer destroying CFCs (chlorofluorocarbons),
is very important for understanding their role in atmospheric
processes, especially in the chemistry of stratospheric ozone.
Second, this reaction is a polyatomic reaction with 10 heavy
atoms, which is hard to describe by ab initio calculations,
especially the construction of the reaction path, where energy
and first and second energy derivatives have to be calculated at
a large number of points. Third, since it presents the heavy-
light-heavy mass combination, it is a good candidate to present
a large tunneling effect at low temperatures.48,49

2. Methods and Computational Details

2.1. Electronic Structure Calculations.Geometry, energy,
and first and second energy derivatives of all stationary points
were calculated using the IMOMO method25-31,37implemented
in the GAUSSIAN 98 program.50

The “ complete” system (CS) is the reaction

which is calculated at a low MO level (LL) and is denoted (CS,-
LL). The reaction of methane with the hydroxyl radical is the
“model” system (MS)

which is calculated at a higher MO level (HL) and is denoted
(MS,HL). The final integrated IMOMO method is then denoted
(MS,HL): (CS,LL), and the energy of the complete system is
approximated by

where (I) denotes integrated level. Stated in this way, eq 1 con-
siders the integrated calculation as the inclusion of higher-level
effects in a lower-level calculation for the complete system.35

In this paper, for the geometry optimization and frequency
calculation, the MP2)FULL/6-31G(d,p) level (second-order
Møller-Plesset perturbation theory with full electron correla-
tion) was chosen as HL, while the HF/6-31G level (Hartree-
Fock) was selected as LL. The choice of this low level is
justified by the conclusions of earlier papers33,38,43 that the
integrated scheme shows little dependence on which low level
is used. The integrated level is then

where the colon-separated pair (X1:X2) denotes the integrated
level used: X1 is the higher-level for the model system and X2

is the lower-level for the complete system. This level is denoted
as Level 0.

At a second step, to improve the energy description of the
stationary points, a single-point calculation is made at higher-
levels, i.e., calculation of the energy at a higher integrated level
using the geometry optimized in the previous step.

LeVel I. Using the geometries optimized at Level 0, a single-
point calculation is made with a better description of the model
system using the CCSD(T)51 (coupled-cluster approach with
single and double substitutions including a perturbative estimate
of connected triple substitutions) with the 6-311++G(2df,p)
basis set. This energy is denoted as

where the double slash (X//Y) denotes geometry optimization
at level Y and energy calculated at level X, both integrated
levels.

LeVel II. Continuing with the CCSD(T) approach, an enlarged
basis set is used, namely, the correlation-consistent polarized
valence triple-ú developed by Dunning and co-workers (cc-
pVTZ).52 This integrated energy is denoted as

2.2. Dynamics Calculations.At the MP2)FULL/6-31G(d,p):
HF/6-31G integrated Level 0, the “intrinsic reaction coordinate”
(IRC), or minimum energy path (MEP), is constructed starting
from the saddle point geometry and going downhill to both the
asymptotic reactant and product channels in mass-weighted
Cartesian coordinates with a gradient step size of 0.02 bohr
amu1/2. The Hessian matrix was evaluated at every point along
the reaction-path, always avoiding the undesirable reorientations
of molecular geometries. Along this MEP the reaction coordi-
nate,s, is defined as the signed distance from the saddle point,
with s > 0 referring to the product side. In the rest of the work
the units of s are bohr, and the reduced mass to scale the
coordinates53 is set to 1 amu. This has no effect on calculated
observables, but it does affect the magnitude ofs in plots used
for interpretative purposes.

Along the MEP, a generalized normal-mode analysis was
performed projecting out frequencies at each point along the
path.54 With this information, the ground-state vibrationally
adiabatic potential curve was calculated:

whereVMEP(s) is the classical energy along the MEP with its
zero energy at the reactants (s ) -∞), andεint

G(s) is the zero-
point energy ats from the generalized normal-mode vibrations
orthogonal to the reaction coordinate.

Finally, the energies, vibrational frequencies, geometries, and
gradients along the MEP were used to estimate the rate constants
by using variational transition state theory (VTST). Thermal
rates were calculated using the canonical variational theory48,55

(CVT) approach which locates the dividing surface between
reactants and products at a points*

CVT(T) along the reaction
path that minimizes the generalized TST rate constants,kGT-
(T,s) for a given temperatureT. Thermodynamically, this is
equivalent to locating the transition state at the maximum∆GGT,o

[T,s*
CVT(T)] of the free energy of activation profile∆G(T,s).48,55

CF3CF2OCH3 + OH f

[CF3CF2OCH2‚‚‚H‚‚‚OH]* f CF3CF2OCH2 + H2O

CH4 + OH f [CH3‚‚‚H‚‚‚OH]* f CH3 + H2O

ECS(I) ) ECS(LL) - EMS(LL) + EMS(HL) (1)

MP2)FULL/6-31G(d,p):HF/6-31G

CCSD(T)/6-311++G(2df,p):
HF/6-31G//MP2)FULL/6-31G(d,p):HF/6-31G

CCSD(T)/cc-pVTZ:HF/6-31G//MP2)FULL/6-31G(d,p):
HF/6-31G

Va
G(s) ) VMEP(s) + εint

G(s) (2)
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Thus, the thermal rate constant will be given by

with kB being Boltzmann’s constant,h Planck’s constant,σ the
symmetry factor (the number of equivalent reaction paths), and
Kï the reciprocal of the standard-state concentration, taken as
1 molecule cm-3.

The present work used the general polyatomic rate constants
code GAUSSRATE,56 which is an implementation based on the
GAUSSIAN 9850 and the POLYRATE57 programs. Note that
the current version of GAUSSRATE is based on the GAUSS-
IAN 94 program, which does not implement the IMOMO
method. In the present work, therefore, some subroutines were
modified in order to run the GAUSSIAN 98 program, which
does include the IMOMO method. Since integrated methods
are used, this version of GAUSSRATE is equivalent to our
RAIL method. The rotational partition functions were calculated
classically and the vibrational modes were treated as quantum-
mechanical separable harmonic oscillators, with the generalized
normal modes defined in redundant curvilinear coordinates.58,59

The curvilinear coordinates chosen were all the possible bond
lengths and angles. The advantage of curvilinear coordinates
(nonlinear functions of Cartesian coordinates) over rectilinear
ones (linear functions of Cartesian coordinates) is that in some
cases the lowest bending frequencies have unphysical imaginary
values over a wide range of the reaction coordinate using
rectilinear coordinates, whereas these frequencies are real over
the whole of the reaction-path using curvilinear coordinates.
This behavior has been observed in other hydrogen abstraction
reactions,60-62 although for this large system, with 42 degrees
of freedom, it was only possible to reduce the number of
imaginary values. Thus, on the reactant side all frequencies are
real, but on the product side the two lowest frequencies are still
imaginary. Therefore, these two lowest frequencies were
adjusted to real values by interpolating information from the
reactants, products and saddle point. The calculation of elec-
tronic partition functions included the two electronic states for
the OH reactant, with 140 cm-1 splitting. For the tunneling
contribution, as information is only available on the reaction-
path, centrifugal-dominant small-curvature tunneling (SCT)63

was used. Methods for large curvature cases have been
developed,64 but they require more information about the PES
than was determined in the present study.

3. Results and Discussion

3.1. Mechanism of Reaction.The optimized geometries of
reactant (CF3CF2OCH3) and product (CF3CF2OCH2), using the
IMOMO Level 0 method, are shown in Figure 1, and the
corresponding harmonic vibrational frequencies are listed in
Table 1. The largest geometric changes are on the-CH3 center,
where the bonds are broken, the rest of the molecular system,
CF3CF2O-, being practically unaltered. Unfortunately, to the
best of our knowledge, there are no experimental values for
comparison.

When the hydroxyl radical attacks the methyl group of the
reactant, three approaches (on each of the three hydrogens) are
possible, two of those equivalent (on the hydrogens denoted
H2 and H3 in Figure 1). Therefore, just two approaches were
considered: one, abstraction of the H1 hydrogen located in the
plane defined by the three carbons (approach 1), and the other,
abstraction of the H2 hydrogen located out of that plane
(approach 2). We shall begin by analyzing the hydrogen

abstraction reaction on the H1 hydrogen (approach 1). On the
CF3CF2OH2C‚‚‚H1‚‚‚OH reaction path, the reaction of the OH
radical with the molecule proceeds via a weakly reactant
hydrogen bonded complex (denoted CR1), a saddle point
(denoted SP1), and a product hydrogen bonded complex
(denoted CP), as shown in Figure 2. The first stationary point
(CR1) is a complex stabilized by two hydrogen-bonds, with a
bond distance O‚‚‚H1 of 2.509 Å. The other bond lengths and
bond angles are very close to those of the separated reactants.
Subsequently, shortening of the O‚‚‚H1 interatomic distance led
us to a second stationary point, which is a saddle point (SP1).
The length of the bond that is broken (C-H1) increases by 15%
and the length of the bond that is formed (H1-O) increases by
25%, with respect to CF3CF2OCH3 and H2O, respectively.
Therefore, the reaction of the OH radical with the molecule
proceeds via an “early” transition state, which is the expected
behavior that would follow from Hammond’s postulate,65 since
the reaction is exothermic (see Table 4). Finally, a third
stationary point was found on the product side, which is also a
complex stabilized by three hydrogen bonds (CP).

The three stationary points (CR1, SP1 and CP) were all
identified by means of the eigenvalues of the Hessian matrix:
the complexes are minima on the potential energy surface with
all frequencies real, and the saddle point has one and only one
negative eigenvalue and, therefore, one imaginary frequency.
The corresponding eigenvector is associated with the broken

Figure 1. Optimized reactant and product geometries at Level 0 for
the complete system. In parentheses the values at the MP2)FULL/6-
31G(d,p) level for the model system, CH4 + OH.

TABLE 1: Harmonic Vibrational Frequencies (cm-1) and
Zero-Point Energy (ZPE, in kcal mol-1) for Reactant and
Product at the Integrated Level 0

CF3CF2OCH3 CF3CF2OCH2 CF3CF2OCH3 CF3CF2OCH2

3354 (3283)a 3493 (3440)b 828 642
3347 (3283) 3323 (3440) 746 620
3217 (3283) (3243) 643 542

(3135) 619 533
1581 (1627) 1574 (1491) 543 403
1569 (1627) 1530 (1491) 533 401
1566 (1406) 1395 402 370 (395)
1533 (1406) 1384 397 300
1384 (1406) 1381 368 233
1381 1290 298 182
1374 1240 235
1274 1220 172 170
1253 1102 145
1215 829 78 81
1207 750 68 68
1030 725

ZPE 46.26 ZPE 36.8

a Values for CH4 at the higher level [MP2)FULL/6-31G(d,p)] are
given in parentheses.b Values for CH3 at the higher level [MP2)FULL/
6-31G(d,p)] are given in parentheses.

kCVT(T) ) σ
kBT

h
Ko exp[- ∆G(T,s/,CVT)/kBT] (3)
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and formed bonds (Table 2). The small geometrical variations
between the complexes and reactant or product cause very few
changes in the harmonic vibrational frequencies of the com-
plexes. The lowest values of the complexes correspond to
restricted motions that previously were free rotations and
translations of the reactants or products, and these vibrational
modes would be expected to have very low frequencies.

Next, we shall analyze the second approach of the OH radical,
i.e., the hydrogen abstraction reaction of the H2 hydrogen
(approach 2). In this case, the reaction evolves in a similar way
as approach 1, and is shown in Figure 3. First, a weak reactant
hydrogen-bonded complex (denoted CR2) is found, stabilized

by two hydrogen-bonds, with a bond distance O‚‚‚H2 of 2.409
Å, the other geometric parameters being very close to those of
the separated reactants. Second, there is a saddle point (SP2)
with increases of the lengths of the bonds broken/formed that
are practically the same as in SP1, 14% and 28%, respectively,
i.e., an “early” transition state. Finally, there is a third stationary
point in the product valley, which is the same as that found in
approach 1, i.e., the CP complex stabilized by three hydrogen-
bonds.

The vibrational analysis confirmed the nature of these
stationary points (Table 3). Thus, CR2 is a minimum on the
potential energy surface, and SP2 has one and only one
imaginary frequency associated to the broken/formed bonds. The
absolute value (2146 i cm-1) is slightly larger than the
corresponding value for SP1 (1868 i cm-1).

Figure 2. Optimized stationary point geometries at Level 0 for
approach 1. CR1 reactive complex, SP1, saddle point, CP, product
complex. In parentheses the values at the MP2)FULL/6-31G(d,p) level
for the model system, CH4 + OH.

TABLE 2: Harmonic Vibrational Frequencies (cm-1) and
Zero-Point Energy (ZPE, in kcal mol-1) for Approach 1 at
the Integrated Level 0

CR1 SP1 CP CR1 SP1 CP

3822 3830 (3845)a 4023 644 679 614
3377 3369 (3322) 3891 621 642 541
3339 3244 (3318) 3495 545 612 534

(3177) 536 543 403
3214 1613 (1545) 3308 459 532 403
1598 1572 (1521) 1692 407 402 376
1575 1533 (1465) 1578 393 392 347
1565 1390 (1327) 1536 368 366 (356) 309
1528 1381 1402 348 317 (292) 302
1386 1378 1383 301 278 238
1380 1290 1383 232 251 207
1371 1271 1260 194 230 202
1289 1253 1250 168 168 134
1254 1212 (1207) 1212 140 105 122
1224 1125 1083 112 76 119
1210 1035 (940) 826 72 73 82
1005 896 745 63 22 (31) 75
832 836 641 3 1868i (2060i) 40
747 763 (744) 621

ZPE 53.36 ZPE 49.58 ZPE 52.00

a Values for CH4 + OH saddle point at the higher-level [MP2)FULL/
6-31G(d,p)] are given in parentheses.

Figure 3. Optimized stationary point geometries at Level 0 for
approach 2. CR2 reactive complex, SP2, saddle point, CP, product
complex. In parentheses the values at the MP2)FULL/6-31G(d,p) level
for the model system, CH4 + OH.

TABLE 3: Harmonic Vibrational Frequencies (cm-1) and
Zero-Point Energy (ZPE, in kcal mol-1) for Approach 2 at
the Integrated Level 0

CR2 SP2 CP CR2 SP2 CP

3853 3845 (3845)a 4023 642 676 614
3364 3386 (3322) 3891 618 641 541
3350 3267 (3318) 3495 542 616 534

(3177) 532 542 403
3218 1580 (1545) 3308 403 533 403
1588 1546 (1521) 1692 396 405 376
1576 1527 (1465) 1578 370 398 347
1574 1392 (1327) 1536 340 371 (356) 309
1538 1384 1402 302 327 (292) 302
1386 1381 1383 241 285 238
1382 1315 1383 228 244 207
1377 1257 1260 198 218 202
1251 1241 1250 155 168 134
1247 1203 (1207) 1212 120 132 122
1231 1148 1083 88 109 119
1196 1042 (940) 826 81 70 82
1008 866 745 62 15 (31) 75
824 824 641 17 2146i (2060i) 40
745 740 (744) 621

ZPE 52.96 ZPE 49.60 ZPE52.00

a Values for CH4 + OH saddle point at the higher-level [MP2)FULL/
6-31G(d,p)] are given in parentheses.

Mechanism and Kinetics of CF3CF2OCH3 + OH J. Phys. Chem. A, Vol. 107, No. 10, 20031621



3.2. Relative Energies.The changes in energy (∆E) and
enthalpy (∆H, 0 and 298 K) of all the stationary points relative
to the reactants are listed in Table 4 for several integrated levels.
Note that∆H (0 K) is ∆E corrected with the zero-point energy,
and∆H (298 K) includes the thermal corrections at 298 K.

We shall begin by analyzing the energy of reaction. The
theoretical values have little dependence on the level of
calculation (last column in Table 4), and unfortunately direct
comparison with experiment is not possible because neither the
enthalpy of reaction nor the enthalpies of formation of the
molecule and radical have been measured experimentally.
However, an estimate of the accuracy of the results can be
obtained by considering the behavior of the CF3CH3 + OH
reaction studied previously,44 where the enthalpy of reaction is
known experimentally. In that work, at Level II the enthalpy
of reaction (0 K) was found to be slightly underestimated (1.4
kcal mol-1) with respect to experiment. Therefore, assuming a
similar error for the present reaction at the same Level II, the
enthalpies of reaction would be-13.57 (0 K) and-13.28 (298
K) kcal mol-1.

Let us now consider the hydrogen-bonded complexes. The
reactive complexes (CR1 and CR2) appear at an energy lower
than that of the reactants,-5.60 and -4.73 kcal mol-1,
respectively. These stabilities diminish (i) when the level of
calculation rises,-4.50 and-2.97 kcal mol-1, respectively, at
Level II, (ii) when the zero-point energy (0 K) is included,-2.90
and-1.77 kcal mol-1, respectively, and (iii) when the thermal
corrections (298 K) are included,-2.59 and-1.26 kcal mol-1,
respectively. The product complex (CP), stabilized by three
hydrogen bonds, is 6.90 kcal mol-1 more stable than the
products at Level II, and this difference has little dependence
on the level of calculation. When the ZPE (0 K) and thermal
corrections (298 K) are included, this stability of the complex
diminishes,-5.50 and-5.00 kcal mol-1, respectively.

With respect to the barrier heights, direct comparison with
experiment is not possible for either approach (1 or 2). Raising
the calculation level (Level 0f Level II) lowers the barrier
height by several kcal mol-1, and it may be expected that a
more accurate barrier height would be obtained using highly
correlated wave functions and larger basis sets, which is beyond
our computational capacity. To obtain an estimate of the
limitations, the model reaction CH4 + OH, which has been
extensively studied at very high levels, was analyzed. Table 5

lists the most recent results.17,66-69 When highly correlated wave
functions and large basis sets are used (in some cases in
combination with extrapolated approaches), the barrier height
ranges from 4.97 to 5.83 kcal mol-1, i.e., ≈ 1-2 kcal mol-1

lower than the CCSD(T)/cc-pVTZ result, which is equivalent
to the highest level used here, Level II. The exceptions are
Lynch and Truhlar’s result,17 which yields a value of 7.45 kcal
mol-1 (see Table 5), and Lynch and Truhlar’s estimate17,70 of
the true barrier height, based on analyzing experiments, which
is slightly higher, 6.7 kcal mol-1. Interestingly, the error in the
barrier height is equivalent to our error estimate of the reaction
energy. Therefore, these comparisons indicate that the barrier
height for the complete system using integrated methods will
be overestimated by at least this same amount. Masgrau and
co-workers69 pessimistically reported that, even though they used
the highest ab initio electronic level reported up to now for
dynamics calculations of the CH4 + OH reaction, the experi-
mental rate constants were not reproduced exactly. Clearly, this
situation will become worse in the case of larger systems, such
as the title reaction.

The two saddle points (SP1 and SP2) present very small
differences (0.3 kcal mol-1) at the simplest IMOMO Level 0,
and interestingly they show a similar tendency with the level
of calculation. The similarity between the geometries, frequen-
cies and energies of the two saddle points allows one to assume
that the dynamics for the two surfaces will be very similar and
that the three surfaces (remember that SP2 is obtained in an
attack on the H2 hydrogen, but that the attack on the symmetric
H3 hydrogen is equivalent) make almost equal contributions to
the rate. Clearly, this assumption represents a substantial savings
in computational cost considering the molecular size.

3.3. The “Model” Reaction.To help understand the influence
of the description of the model reaction, CH4 + OH f CH3 +
H2O, on the geometry, vibrational frequency, and energies of
the IMOMO method, Figures 1-3 and Tables 1-3 also present
these magnitudes for the model reaction at the high-level
MP2)FULL/6-31G(d,p). First, the geometries of the reactant
and the product agree with the model part (inner layer) of the
IMOMO method, with the exception of the pyramidalization
of the CH3 radical, which is known to be planar. The broken
and formed bonds and the angle of the saddle point in the model
reaction reproduce the behavior of the complete system for both
approaches 1 and 2. Thus, the bond that is broken (C-H1)
increases by only 11%, and the length of the bond that is formed
(H1-O) increases by 33%. This transition state is also “early”,
which is consistent with the exothermicity of the model reaction
(Table 4).

Second, the common frequencies in the model reaction
(values in parentheses in Tables 1-3) and the complete system
are in reasonable agreement. The imaginary frequency, 2060 i
cm-1, at the saddle point is close to the values in the complete
systems (SP1 and SP2).

TABLE 4: Energy and Enthalpy (0 and 298 K) Changes
Relative to Reactants (kcal mol-1) at Several Integrated
Levels

Approach 1 Approach 2

level CR1 SP1 CR2 SP2 CP P

∆E
level 0 -5.60 10.70 -4.73 11.01 -17.36 -10.40
lLevel I -4.25 7.28 -2.83 7.26 -17.18 -10.93
level II -4.50 6.81 -2.97 6.91 -17.90 -11.00
model reaction 12.06 -9.88

∆H (0 K)
level 0 -4.00 8.52 -3.53 8.83 -17.12 -11.57
level I -2.65 5.10 -1.63 5.10 -16.94 -12.10
level II -2.90 4.63 -1.77 4.75 -17.67 -12.17
model reaction 10.34 -11.58

∆H (298 K)
level 0 -3.69 8.33 -3.02 8.60 -16.33 -11.28
level I -2.34 4.91 -1.12 4.87 -16.15 -11.81
level II -2.59 4.44 -1.26 4.52 -16.88 -11.88
model reaction 10.00 -11.10

a Model reaction: CH4 + OH at the MP2)FULL/6-31G(d,p) single
level.

TABLE 5: Barrier Height (kcal mol -1) for the CH4 + OH
f CH3 + H2O Model Reaction at Several Very High Ab
Initio Levels

method ∆Eq ∆Hq (0K) 5ef

CBS/QCI/APNO 5.11 66
G2 5.9 67
G2M 5.3 68
MP2/cc-pVTZ 8.38 7.01 69
MP2/aug-cc-pVTZ 7.96 6.48 69
CCSD(T)/6-311++G(2df,2p) 7.45 17
CCSD(T)/cc-pVTZ 7.08 5.71 69
CCSD(T)/aug-cc-pVTZ 5.83 4.46 67
CCSD(T)-SAC/cc-pVTZ 4.97 3.60 69
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Third, the model reaction simulates the energy and enthalpy
(0 K) changes (reaction and activation) of the complete system
at similar levels, MP2 for the model reaction and Level 0 for
the complete system.

Therefore, in the light of this comparison, it seems that the
success of the IMOMO method is mainly due to the HL model
system description, and the effects of the remaining LL
fragments are smaller. This conclusion agrees with earlier studies
by our group38,43,44using integrated methods.

3.4. Reaction-Path Analysis.Having analyzed the stationary
points of the two approaches, and assuming similarity between
them, we shall now extend the IMOMO scheme to construct
the reaction path for approach 1. As mentioned above, the rate
constant for the whole reaction is calculated as thrice the rate
constant for one of the surfaces, in particular that of approach
1, which presents the lowest barrier height. The analysis of the
reaction-path for approach 1 was carried out on the information
(energy, gradient, and Hessian) at the integrated Level 0
[MP2)FULL/6-31G(d,p):HF/6-31G] over thes range-1.3 to
+2.0 bohr. Further down the reactant valley, there were
problems of convergence. For comparison purposes, the reaction
path was also constructed for the model reaction, CH4 + OH,
at the single higher level, MP2)FULL/6-31G(d,p), in this case,
over thes range-1.0 to +1.0 bohr.

We shall begin by comparing these two cases in the common
s range (-1.0 to+1.0 bohr) using rectilinear coordinates. The
classical energy along the MEP,VMEP, the ground-state vibra-
tionally adiabatic potential energy,∆Va

G, and the change in the
local zero-point energy,∆ZPE, curves as a function ofs over
the common range are shown in Figure 4. Note that∆Va

G and
∆ZPE are defined as the difference between these magnitudes
atsand their values for the reactants. Again, the model reaction
reproduces the energy,VMEP, enthalpy at 0 K,∆Va

G, and zero-
point energy change,∆ZPE, of the complete system at the same
level, indicating that the success of the integrated method is
mainly due to the high-level model system description.

We now analyze the complete system at Level 0. Figure 5
shows theVMEP, the ∆Va

G, and the∆ZPE, as a function ofs,
and Figure 6 shows some vibrational frequencies along the MEP.
The behavior is that expected in hydrogen abstraction reactions,

thus indicating the success of the integrated method in the
description of this type of reaction. The mode related to the
breaking (C-H1)/forming(H1-O) bonds drops dramatically near
the saddle point (reactive mode). This mode presents a widening
of the vibrational well, an effect which has been found in other
reactions with a small skew angle.44,49,71,72The lowest vibrational
frequencies along the reaction-path (transitional modes) cor-
respond to the transformation of free rotations or free translations
of the reactant limit into vibrational motions in the overall
system. They present very small values along the reaction path,
reaching their maximum in the saddle point zone. Therefore,
in the saddle point region, the behavior of these transitional
modes only partially compensates the fall in the ZPE caused
by the reactive mode, and as a result the ZPE shows noticeable
changes withs (Figure 5).

3.5. Improved Reaction Path.The poor energy description
with the integrated Level 0 (see section 3.2 and Table 4) means
that the integrated reaction path has to be optimized. In previous

Figure 4. Classical potential energy (VMEP), vibrationally adiabatic
potential energy (∆Va

G) and zero-point energy (∆ZPE) curves with
respect to the reactants as a function ofs, for complete/IMOMO (solid
line), and model/MP2 (dashed line).

Figure 5. Classical potential energy (VMEP), vibrationally adiabatic
potential energy (∆Va

G), and zero-point energy (∆ZPE) curves with
respect to the reactants as a function ofs for the complete system at
the IMOMO level, using curvilinear coordinates.

Figure 6. Some generalized normal-mode vibrational frequencies
plotted versuss.
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papers71,73,74we analyzed different approximations and found
that the best choice was to scale the original curve (MP2:HF
Level 0) regularly by a factor

where∆E is the variation of energy at each level with respect
to the reactants. At the saddle point,s ) 0, the barrier height is
that of the highest level, Level II in this case. This factor is
0.636.

3.6. Rate Constants.The bottleneck properties of the
reaction, based on the CVT approach, show that the location
of the generalized transition state (GTS) is away from the saddle
point: from-0.363 to-0.356 bohr over the temperature range
250-500 K. Thus the variational effects, i.e., the ratio between
the variational CVT and conventional TST rate constants, are
important. This result agrees with the behavior of the model
system, CH4 + OH,69,75,76and with the behavior found in our
earlier work with the CF3CH3 + OH reaction,44 which also
present large variational effects.

In Table 6 the calculated conventional TST and variational
CVT rate constants at the scaled Level 0 (factor 0.636, Level
II reference, ∆E* ) 6.81 kcal mol-1) are compared to
experimental values77 in the temperature range 250-500 K.
First, the difference between the TST and CVT rates confirms
the above conclusion about the variational effects. Second, the
tunneling effect is important in this temperature range, and
comparable to the results obtained with the model reaction, CH4

+ OH,76 indicating again the importance of an appropriate
description of the model reaction. Finally, the theoretical results
strongly underestimate the experimental data, by factors of 60
to 20 in the common temperature range 250-430 K. The
problem arises from the use of an incomplete basis set, and
from the partial introduction of correlation energy at the CCSD-
(T) level. It should be noted that this limitation is not due to
the nature of the integrated method, since this same problem is
found for the model system using high ab initio electronic
structure calculations.69

To match the experimental data, two effects must be
considered: the tunneling effect of large curvature (LC) and
the barrier height. As we have already indicated, the LC method
requires more information about the PES than that was
determined in this study. However, we can estimate this effect
considering the “model reaction” CH4 + OH.76 We obtained a
factor LC/SCT ranging from 1.5 to 1.1 over the temperature
range 250-500 K. We can assume this behavior for the title
reaction. With respect to the second factor, one has to continue
lowering the barrier height. Taking into account the influence
of the LC tunneling effect (which has not been directly
calculated in this paper), reasonable agreement was found when
the barrier height was 3.75 kcal mol-1 (fitted-Level 0 values in

Table 6). Interestingly, this value is close to the barrier height
for the model reaction (see Table 5) when the level of calculation
rises.

For this small range of temperatures (250-430 K) the
experimental values77 show no curvature in the Arrhenius plot.
The present theoretical results in the common temperature range
show a very slight curvature of the Arrhenius plot, which was
more evident when a larger range of temperatures was analyzed
(values not shown). Clearly, this is the expected behavior in a
reaction with a heavy-light-heavy mass combination.

The activation energy can be obtained from total rate
constants through the usual definition

which is equivalent to determining the slope of the Arrhenius
plot. The values are 4.31 and 2.63 kcal mol-1 for the scaled-
and fitted-Level 0 schemes, respectively, versus the experimental
value,77 3.00(0.24 kcal mol-1.

3.7. Tropospheric Lifetimes.Fluorinated ethers are regarded
as candidates to replace CFCs. The main process for their
removal from the atmosphere is the reaction with hydroxyl
radicals.

To estimate their lifetime in the troposphere, two approxima-
tions were used. In the simplest approximation,78,79 the tropo-
spheric residence time is given by

where [OH]) 1.1 × 106 molecules cm-3 (ref 80). With this
work’s rate constant calculated at 277 K, the calculated lifetime
was 6.5 years. With the more sophisticated model of Prather
and Spivakovsky,81 the lifetime is

wherekMC(277) andτMC are the rate constant at 277 K (6.71×
10-15 cm3 molecule-1s-1) and the corrected lifetime (5.7 years)
of the methylchloroform (MC) reference, respectively. With this
work’s rate constant at 277 K (4.91× 10-15 cm3 molecule-1

s-1), the calculated lifetime was 7.8 years. The agreement
between the two estimates (6.5-7.8 years) lends confidence to
the models used.

Conclusions

This work has attempted to shed some light on the reaction
of OH radicals with the CF3CF2OCH3 molecule, which is
important in atmospheric chemistry. In a first step, three different
OH radical approaches to the fluorinated ether were investigated
by using integrated methods: one, when the OH attacks the H

TABLE 6: Rate Constants for the CF3CF2OCH3 + OH Reactiona

scaledb fittedc

T(K) TST CVT SCT CVT/SCT CVT/SCT exp.d

250 8.01(-18)e 7.44(-18) 10.05 7.48(-17) 3.24(-15) 4.52(-15)
275 2.39(-17) 2.20(-17) 6.56 1.44(-16) 4.77(-15) 7.83(-15)
300 6.00(-17) 5.52(-17) 4.82 2.66(-16) 6.84(-15) 1.24(-14)
350 2.65(-16) 2.39(-16) 3.18 7.60(-16) 1.29(-14) 2.54(-14)
400 8.43(-16) 7.40(-16) 2.44 1.80(-15) 2.23(-14) 2.54(-14)
430 1.51(-15) 1.30(-15) 2.17 2.82(-15) 2.98(-14) 5.67(-14)
500 4.65(-15) 3.86(-15) 1.79 6.91(-15) 5.40(-14)

a The overall rate constants are obtained by multiplying the values for approach 1 by 3, in accordance with the three possibilities of the hydrogen
abstraction reaction and the mechanism studied in this paper.b The scaled values correspond to Level 0× 0.636,∆E* ) 6.81 kcal mol-1. c The
fitted values correspond to Level 0× 0.350,∆E* ) 3.75 kcal mol-1. d Reference 77.K(CF3CF2OCH3) ) (1.90-0.61

+0.90 × 10-12 exp[-(1510(
120)/T], cm3 molecule-1 s-1, over the temperature range 250-430 K. e 8.01(-18) stands for 8.01× 10-18, in cm3 molecule-1 s-1.

F ) ∆E(MP2:HF,s)0)/∆E(Level II, s)0)

Ea ) -R d(ln k)/d(1/T) (4)

τether) (kether[OH])-1 (5)

τether) [kMC(277)/kether(277)]‚τMC (6)
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located in the plane of the carbons (approach 1), and the other
two (which are symmetric) when the OH attacks an H located
out of that plane (approach 2). In each approach, three stationary
points were found using the integrated IMOMO method. The
first is a hydrogen-bonded complex (CR1 and CR2 for ap-
proaches 1 and 2, respectively) which appears at energies lower
than the reactants,-2.59 and-1.26 kcal mol-1, respectively,
at 298 K and at the highest level used, Level II. The second is
properly characterized as a saddle point (SP1 and SP2), with
energy 4.44 and 4.52 kcal mol-1, respectively, above the
reactants, and under the same conditions. Finally, a third
stationary point (CP) was found close to the products, stabilized
by three hydrogen bonds, and common to the two approaches.
It was characterized as a hydrogen-bond complex and appears
at an energy lower than the products,-5.00 kcal mol-1, under
the same conditions.

In a second step, the kinetics of the reaction was analyzed
using the variational transition-state theory. Fortunately, the
similarity between the geometries, frequencies, and energy
changes of the stationary points allows one to assume that the
dynamics in the two approaches (1 and 2) would be very similar.
Thus, the intrinsic reaction path was constructed for approach
1, and the rate constant was calculated for the whole reaction
as thrice the rate constant for approach 1. The IMOMO method
with CH4 + OH as the model reaction was used. This method
reproduced the shape of the MEP,Va

G, and ZPE curves given
by the model reaction at the highest level, showing that the
success of the integrated method is mainly due to the higher-
level model system description, the effect of the remaining
lower-level fragments being smaller. The variation of the ZPE
presented noticeable changes along the reaction path, with a
wide minimum in the saddle point zone which causes fairly
marked variational effects.

The rate constants were calculated using variational transition-
state theory with multidimensional tunneling of small curvature,
where the reaction-path was scaled to higher levels of calculation
using the single-point calculation technique. Even at high levels,
the present theoretical results strongly underestimate the ex-
perimental values. This difference can be due to several
factors: from kinetic factors (as the only consideration of the
small curvature tunneling effect or the treatment of the lowest
frequencies as harmonic vibrational modes instead of free
rotors), to electronic molecular structure limitations (as the use
of incomplete basis sets and the only partial introduction of
correlation energy). Note that this latter factor is a general
problem in computational chemistry and is not directly related
to the integrated method used.

To sum up, the integrated methods show their effectiveness
in the description of potential energy surfaces at a very low
computational cost, which is especially interesting for the study
of large molecules.
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